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The Nonpolar Resonance Effects and the Non-Hammett Behaviors
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In the study we tried to unify the observed non-Hammett behaviors in various fields by proposing the
nonpolar resonance effect. This effect was shown to be important not only for carbon radicals but also for
some closed-shell systems. Therefore, the odd electron or spin is not the essential cause of the effect. The

real origin of the non-Hammett effect should be the
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HOMOqoner interactions. This means that the nonpolar resonance effect is a universal effect. However, we
found that the nonpolar resonance effect could not be well exhibited in many systems because of the serious
competition from the polar Hammett effect. Finally, we showed that our proposal of the nonpolar resonance
effect was valuable from a practical point of view, because using it we could perform much better correlation
studies on some “tough” problems such as radical and multiple bond stabilities, UV and IR spectra, and

molecular structures.

1. INTRODUCTION

The Hammett relationship occupies a central position in
theoretical organic chemistiylt was developed on the basis
of the finding that a plot of lolf, for benzoic acid ionization
against log for ester hydrolysis over many substituents is
fairly linear, which indicates that the substituents may exert
a similar effect in quite different reactioARQuantitatively,
if we define lodkx/Ky = ox, whereoy is the substituent
constant, we have

@?

A central concept to the Hammett relationship is the

log ky/k, = p log Ky /Ky, = p oy

electronic demand, which remained fundamentally important

in all of its later modified versions (i.e. introduction of

eroatomic radicals (i.e. N, O, and S radicals) belong to class
O. Since the carbon-centered radicals are believed to be
stabilized by both the electron-donating and withdrawing
substituents, they belong to claSs

Unlike the UV case where chemists gave up the correlation
analysis, in radical chemistry a special scale of substituent
constantsde) was purposely proposed to correlate the carbon
radical stability!® It is unclear whether the proposal of a
special scale of constants for a fairly limited field is
important. Nevertheless, so far quite a few scalesyof
constants have been developed, among which the Arnold’s
oa, Fisher'sog, Jackson’'sy;, Creary’soc, Jiang'soy; and
Adam-Nau’sAD scales are the most famdu& (Table 1).

In the present study we would like to do a systematic work
on the non-Hammett behaviors. We wish to find a general

the ox* and ox~ constants to accommodate the enhanced Mechanism for them. We also wish to find a good way to
resonance). According to the concept, the substituent is eitherd0 correlation studies on them. The major questions interest
a donor or acceptor. Thus it either supplies or removes US include the following: 1. Where can we see the non-
electrons from the reaction center, shifting the properties of Hammett behaviors? 2. Are the non-Hammett behaviors
a chemical system in opposite directions. shown in different places mdependgnt of each other? 3 If
However, sometimes both the donors and acceptors wergot, do they have the same mechanism? 4. Can we define a
found to shift the property of a system in the same direction, scalt_e of universal substituent cons_tants to do correlation
which then is called the non-Hammett behavior. Of course Studies for the non-Hammett behaviors?
experimental errors may cause a non-Hammett behavior,
which does not merit discussion. However, for many well- 2. METHODS
defined data like the UV frequencies of aromatic com-  All the calculations were done with GAUSSIAN 98The
poundsS it remains necessary to get a clear understanding molecules were fully optimized with B3LYP/6-31g(d) (or
of the non-Hammett behavior. B3LYP/6-31+g(d)) method without any constraint. Each
Another notorious example for the non-Hammett behavior optimized structure was checked by the frequency calculation
is the substituent effect on the radical stability. This problem at B3LYP/6-31g(d) level to be a real minimum on the
was noticed 50 years agand first discussed in depth by potential surface without any imaginary frequency. Total
Streitwieser and Perrfhln 19669 Walter proposed that there ~ energies were then calculated at B3LYP/6-81g(2d,2p)
should be two classes of radicals: cl@séor opposite) for ~ level and corrected with the B3LYP/6-31g(d) zero point
those exhibiting Hammett effects and cl&gor same) for energies scaled by 0.9866lt should be mentioned that all
those displaying non-Hammett behaviors. Usually, the het- the substituents in this study are at th&ra position.

* Corresponding authors e-mail: leiliu@chem.columbia.edu (Liu) and
gxguo@ustc.edu.cn (Guo).
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3. RESULTS AND DISCUSSION

3.1. The Stabilities of Benzyl Radicals Show Non-
Hammett Behaviors. The isodesmic reactions (eq 2) can
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Table 1. Different Scales oPara-Substituent Constarits

substituent o2 o072 0p 2 = RP o° or%¢ or(BA)® o ord o3 f o ol of ocd ADd

CHs -0.17 -0.31 —-0.17 —-0.01 —-0.41 —-0.05 —-0.10 -0.11 0.00 —0.08 0.15 0.015-0.02 0.23 0.11 0.02

Cl 0.23 0.11 019 0.72-0.24 0.47 —0.21 -0.23 0.45 -0.17 0.22 0.0112 0.08 0.18 0.12 0.09
CN 0.66 0.66 1.00 090 0.71 052 0.14 0.13 060 010 042 0040 034 063 046 054
COCH; 0.50 0.84 050 090 0.28 0.19 0.16 0.26 0.17 054 0.060 0.53 0.58

COOH 045 042 0.77 0.44 0.66 0.38

F 0.06 —0.07 —0.03 0.74 —0.60 0.51 —0.34 -—-0.45 0.44 —0.25 —-0.02 —-0.011 —0.25 —0.03 —0.08 —0.17

H 0.00 0.00 0.00 0.00 0.00 0.00 o0.00 0.00 0.00 0.00 0.00 0.000 0.00 0.00 0.00 o0.00
NO; 0.78 0.79 1.27 1.00 1.00 0.64 0.19 0.15 0.65 0.18 0.36 0.27 0.76 0.36 0.90
CONH; 0.36 0.61 0.38

SCH; 0.00 -0.60 0.06 0.68—-1.30 0.19 -0.17 -0.32 0.25 —0.27 0.62 0.55 043 0.29

CRKs 054 061 065 064 076 041 0.13 0.08 0.44 0.6D.01 —0.009 0.09 0.08 0.11
N(CHz), —-0.83 —1.70 —0.12 0.69 —3.81 0.05 —0.52 -0.83 0.10 —0.64 1.00 0.90 0.32
COOMe 045 049 0.75 0.31 0.15 0.14 0.24 016 0.33 0.043 054 035 0.52
SiMes —-0.07 0.02 —-0.10 0.16 —-0.02 0.02 0.31

a2Values from Hansch, C.; Leo, A.; Taft, R. W€hem. Re. 1991, 91, 165.° Values from (a) Swain, C. G.; Lupton, E. @. Am. Chem. Soc.
1968 90, 4328. (b) Swain, C. G.; Unger, S. H.; Rosenquist, N. R.; Swain, M. 8m. Chem. Sod.983 105, 492.¢ Values from ref 229 Values
from ref 11 and 12. Note that some of the original values in ref 12a were revised by the authors (Dust, J. M.; Arnold,AimRChem. S0d983
105 6531.).° Value for SEt.

Table 2. Substituent Effects on the Energy Changes of the Table 3. Regression of the Energy Changes of the Reaction
Isodesmic Reaction XCgHs—CHYe + CgHg — CeHs—CHYe + X—CgHs—CHye + CgHpg — CeHs—CHye + X—CgHs against
X—CgHs Calculated Using B3LYP/6-31+G(2d,2p)//B3LYP/ Different Scales of Substituent Constants
6-31+G(d) Method (kJ/mol) o % Az as Aay /b
substituent Y=H Y=F Y =ClI Y =Li o 29 0.7 1.4 16 0.24
CH;s 1.1 11 1.6 -1.2 opt 2.9 0.7 0.0 11 —0.02
Cl 1.2 0.2 0.3 5.4 op~ 1.9 0.8 31 1.2 0.61
CN 5.0 4.1 2.8 18.8 o1 0.9 0.6 6.8 15 0.79
COCHs 6.1 6.0 4.8 16.5 On 0.5 0.4 92.7 115 0.96
COOH 5.2 5.5 4.1 15.3 oF 2.7 14 0.1 0.2 0.12
F -0.9 -2.1 -1.7 1.2 03 -0.3 0.3 8.8 0.7 0.98
H 0.0 0.0 0.0 0.0 oc 0.7 0.6 7.6 15 0.87
NO, 6.1 5.6 3.7 25.2 AD 0.8 0.5 7.1 1.2 0.92
CONH, 3.7 34 25 12.4
SCHs 4.2 35 4.4 25 2 The regression equations atdd = ag(+Aap) + ai(+Aay) x o.
Ck 11 0.5 —-0.3 11.4 Aag; is the possible error of the regression given by the software;for
N(CHs), 5.6 5.0 7.4 -3.7 br is the correlation coefficient as usually defined.
COOMe 4.3 47 3.6 12.3
SiMe; 2.0 2.1 2.2 2.5

For theo;; constants we have
fAH(CHZ-) = —0.3 #*0.3)+ 10.1 &0.8) x g;;+
* (r=0.97)° (@)

be used to evaluate the substituent effect on the stability o
a benzyl radical. The results are listed in Table 2. 2.6 (&0.4) x a,
X—CgH,—CHYe + CHg — CsH;—CHYe + X—CiH; According to eq 4 the inclusion of," greatly improves
) the correlation. Thereby, either the benzyl radicabgris
“contaminated” by some Hammett effects. The relative
) _ importance of thes;; and o,™ constants in the regression
According to Table 2, except for F all the substituents, ~,n aiso be evaluated by thealue of each variabl¥. In

either donors or acceptors, stabilize f&Hecause the  oq 4 the-value fora,, is 12.0, which is larger than that for
separation of the substituent from gHs energy-uphill. o,*, 7.2. Therefore,ay; contributes more to the total
Thereby, the Hammett relationship cannot be used here,g pstituent effects thamy,*.

which is also reflected by the low correlation coefficients g, or we have
(0.24,—0.02, and 0.61) for they,, 0,7, or g, constants
(Table 3). In comparison, when th® constants are used AH(CHys) = 1.0 #0.5)+ 7.3 (4.2) x o+

the correlation is significantly better. The small error bars 29@21)x o + (r =0.95) (5)
(<15%) for the predicted regression slopes also indicate that P
the correlations are real. As thet-value forog in eq 5 is 1.7 which is only slightly

Nevertheless, the,; andor constants do not show good larger than that foro,™, 1.4, the contamination by the
correlations. This can be attributed to the residue HammettHammett effects is stronger here.
effects in the systertf. To separate the Hammett and non- Nevertheless, the contamination is not always serious. In
Hammett effects we use both the Hammett and radical the following equation
Z:gzttlitcl:r?niteeffects in a double variable linear regression AH(CH,») = —0.2 (0.2) + 8.0 (:0.4) x 0, +
o 0.5@0.2)x 0," (r=0.99) (6)

substituent effect a; + &, x Opamment 8 x 0 (3) the t-value foro; is 20.2 dwarfing that fow,", 1.9.
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Table 4. Regression of the Energy Changes of the Reaction
X—C6H4—CHYO + CGHG e C6H5—CHYO + X—CeHs against
Different Scales of Substituent Constants

Y a Aag a Aay re

o=0p"

H 2.9 0.7 0.0 1.1 —0.02

F 2.5 0.8 0.0 1.1 0.01

Cl 2.4 0.7 —-1.6 1.0 —0.44

Li 7.1 1.6 10.4 25 0.80

Li(oc=0p) 0.7 0.5 18.4 0.8 0.99
0=0)

H —-0.3 0.3 8.8 0.7 0.98

F —-0.8 0.5 9.1 1.0 0.95

Cl —0.6 0.5 7.2 1.1 0.92

Li 0.9 3.2 23.6 7.2 0.76

2 The regression equations atdd = ag(+Aag) + ai(+Aay) x o.
Ag is the possible error of the regression given by the software; for
br is the correlation coefficient as usually defined.

3.2. To Show the Non-Hammett Behaviors the Radicals
Must Be Fairly Nonpolar. The non-Hammett behavior of
benzyl radicals presumably is caused by the fact that a radica

Liu ET AL.

Table 5. Substituent Effects on the Energy Changes of the

Isodesmic Reaction XCsHs—C=C—Y + CgHs — CeHs—C=C—-Y
+ X—C¢Hs Calculated Using B3LYP/6-3H+G(2d,2p)//B3LYP/
6-31+G(d) Method (kJ/mol)

Y = Y = Y = = Y = Y =
substituent  NO, BH; H CHs NH, Li
CHs 4.0 3.1 1.3 06 —-01 —0.8
Cl -32 -11 -11 0.3 0.5 2.9
CN -11.0 -6.0 -21 1.2 5.2 9.8
COCH; -49 -25 -0.2 2.0 5.1 7.8
COOH —-64 —-34 —-08 1.6 5.2 7.4
F -19 -05 -12 -07 -11 1.0
H 0.0 0.0 0.0 0.0 0.0 0.0
NO, -129 -6.8 —-23 2.0 7.7 12.7
CONH; -43 -21 -05 1.8 3.4 55
SCHs 7.1 6.3 2.4 2.3 08 —
CR —8.1 —4.1 —1.3 0.2 4.2 7.6
N(CHs)2 19.3 14.9 5.4 2.9 05 —-24
COOMe -45 -23 -03 1.6 4.4 6.0
SiMe; 3.1 25 1.1 1.4 2.2 1.5

Table 6. Regression of the Energy Changes of the Reaction
X—C5H4_CEC—Y + CeHe — C5H5_CEC—Y + X_C5H5 against

|the Substituent Constafts

has a singly occupied orbital (SOMO) which can interact Y a A& a Aay re

both with the low-lying LUMO of acceptors or with the high- o=o0,"

lying HOMO of the donor. As a result, both the donor and  NO: -0.8 0.6 —-12.6 0.9 —0.98

acceptor can stabilize a radicél. EHZ 8-3 8-3 :g-g 8-2 :8-33
If the above SOMO interaction mechanism were correct, cp, 11 0.3 06 0.4 ~036

one would expect to see the non-Hammett behaviors for all =0

the radicals. However, many radicals such asC¢H;—QOe CHs 13 0.3 03 0.7 —0.12

and X—CgH,s—NHe show good to excellent Hammett rela- =0

. . . . . P

tionshipst® From section 3.1, one may realize that this is  cH, 0.9 0.4 0.6 0.6 0.29

caused by the “contamination” from the polar effect. NH 0.2 0.2 5.6 0.4 0.98
We did not calculate the oxygen and nitrogen radicals, Li 03 04 9.4 0.6 0.98

because the highly polar-€0 and C-N bonds should 0=0

obviously bring considerable polar Hammett effects. Nev- E‘Sj _8'3 gi :Z'? Z'é :828

ertheless, we would like to know if the carbon radicals always R 03 08 —04 1.8 ~0.10

show the non-Hammett effects. Thus, we put different CHs -0.2 0.2 3.2 0.5 0.93

substituents on the benzyl radicals. NH -01 1.0 7.9 2.3 0.77
As seen from Table 2, the substituent exerts significant H 10 1> 127 35 0.80

. o ; . o=0

influence on the direction and magnitude of substituent CH, 0.0 o1 A 128 38 0.96

effects. Correlation analyses (Table 4) indicate thatCH,—
CHFs and X—CgH;—CHCle also show significant non-
Hammett behaviors. Nevertheless;&sH,—CHLie shows
strong Hammett effects (e.g.= 0.99 foro,™). Therefore,
X—CgH,s—CHlLie should be classified as tl@type, despite

the fact that they are carbon radicals. Presumably, the highly
polar C-Li bond causes the Hammett effect. In comparison,
for X—CegHs—CHye the X—C¢H, and CHe moieties are
connected through a fairly nonpolar $g)-C(sp?) bond.

Thus, the radical non-Hammett effect is principally a . dicati " b it effects. H ; toul
nonpolar effect. The Walter’s classification©f andStype Indicating strong am_me ettects. However, for a particuiar
case, i.e., X C¢H,;—C=C—CHj;, Hammett regression with

radicals on the basis of whether the radicals are heteroatomic n d . .
or carbon ones is not vali@ any of theop, 0,", ando,~ constants fails. Instead, usiog

3.3. Closed-Shell Systems Can Also Show the Non- a good correlationr(= 0.93) can be obtained for that case.

Hammett Behaviors. Substituted phenylacetylenes are closed- gSSIE% r'? ;r;o:)dgseoA constants, the correlation coefficient is
shell systems. Thpara substituent effects on the stabilities v P )
of C=C triple bonds can be evaluated on the basis of the Therefore, X-CeH,—C=C—CHjs shows a non-Hammett

. . : behavior similar to the benzyl radicals. In fact, comparing
ﬁgttgglﬁly_ﬁgaggse s of the isodesmic reactions (ed Gxaas Tables 2 and 6 one can see that both the benzyl radicals and

C=C are stabilized by both the donor and acceptor substit-
uents. The only substituent that destabilizes tEeQhond

is F, which is also the only one that destabilizes the benzyl
radical.

2 The regression equations atdd = ag(+Aap) + ai(+Aay) x o.
Ag; is the possible error of the regression given by the software;for
br is the correlation coefficient as usually defined.

The regression results are shown in Table 6.

According to Table 6, the pattern of the substituent effects
on the G=C stability is strongly affected by the group to
which the G=C is attached. Usually, a good correlation with
either theo,t or o,~ constants can be obtained> 0.95),

X—CgH,-C=C—Y + CgHs —
CeHs—C=C—Y + X—CgHs (7)
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Table 7. Substituent Effects on the Energy Changes of the
Isodesmic Reaction XCgHs—(CH=CH),—CH=CH, + CsHs —
CeHs—(CH=CH),—CH=CH, + X—CsHs Calculated Using

B3LYP/6-311+G(2d,2p)//B3LYP/6-31g(d) Method (kJ/mol)

J. Chem. Inf. Comput. Sci., Vol. 42, No. 5, 200267

Table 8. Regression of the Energy Changes of the

Reaction X-CgH,—CH = CH),—CH=CH, + CgHs —
CeHs—(CH=CH),—CH=CH, + X—CgHs against the Substituent
Constant’

substituent n=1 n=2 n=3 n & Aag a Aay ro
CHs 0.77 1.02 1.04 0= 0p
Cl 0.08 0.34 0.43 0 1.2 0.3 -0.3 0.7 —0.13
CN 1.42 2.29 2.84 1 1.7 0.4 —-0.2 0.9 —0.06
COCH; 2.00 2.80 3.32 2 2.0 0.5 0.0 1.0 0.00
COOH 1.88 2.84 3.30 =0,
c _8-83 _%%% _06830 0 -0.1 0.2 2.9 0.4 0.94

) : ’ 1 0.0 0.2 3.8 0.5 0.93

NO, 1.81 2.38 4.23 2 —01 03 59 06 0.95
CONH, 1.29 1.89 2.18 ’ ’ ’ ’ '
gg_b égg égg i%g 2The regression equations atdd = ag(+Aap) + ai(+Aa) x o.
N(CHs) 3'14 4.18 4.61 Aag; is the possible error of the regression given by the software;for
COOI?/IZe 1 a5 504 551 by is the correlation coefficient as usually defined.
SiMes 0.94 1.33 2.12

X—CgH,—(CH = CH),—CH = CH,+ C;Hs—

The above results indicate that the benzyl radical and CgHs—(CH=CH),—CH = CH,+ X—CsH; (n=0,1,2)

X—C¢Hs;—C=C—CH; may have the same mechanism of
substituent effects. For=C in X—C¢H;—C=C—CHjs the

(8)

stabilization by the substituents cannot be attributed to any The regression results are summarized in Table 8. Ac-

polar effect, as otherwise the Hammett relationship would

cording to Table 8, the €C stability does not have any

be seen. The only mechanism that can operate is the nonpolagependence ow,, indicated by the low correlation coef-

resonance effect. That is, the stabilization ¢EC by an
acceptor should come from the interaction between #€C
HOMO and the low-lying LUMO of the substituent. The
C=C LUMO does not strongly interact with the acceptor’s
HOMO because the energy level of the latter is too low. On
the other hand, the stabilization o&C by a donor should
come from the interaction between thesC LUMO and
the donor’s high-lying HOMO. The interaction between the
C=C HOMO and the LUMO of the donor is weak because
the latter’'s energy is too high.

It should be noted that the above HOMQUMO interac-
tions are also the cause of the benzyl radical stability,

ficients (—0.13,—0.06, and 0.00). The same conclusion can
also be drawn from the analyses of the slopes of the
regressions, which are 0.3, —0.2, and 0.0, respectively,
compared to their error bars, 0.7, 0.9, and 1.0. In fact, from
Table 7 it can be seen that except for F, all the other
substituents, regardless of being a donor or acceptor, stabilize
the double bonds to varying extents. Therefore, the stability
of the double bonds also shows the non-Hammett behavior.

On the other hand, the=6C stability shows significant

dependence ony;, indicated by the high correlation coef-
ficient (0.94, 0.93, 0.95). The same conclusion can also be

aS drawn from the fact that the slopes of the regressions (2.9,

long as one notices that the SOMO of a radical is the Iowest3_8 5.2) are much larger than the error bars (0.4, 0.5, 0.6).
un-(fully)-occupied orbital as well as the highest the occupied CIe’arIy the ¥-CsHa and (CH=CH),—CH=CH; mo’ietie’s

orbital. Therefore, the non-Hammett behaviors of the carbon

radicals and &C share the same mechanism, i.e., nonpolar

resonance effect. From section 3.2, we know that although

the SOMO-HOMO (or LUMO) interactions are involved

in all the radicals, to show the non-Hammett behavior the
radical has to be highly nonpolar. Similar requirement is also
seen for &C, as only X-CgH;—C=C—CHjs shows the non-
Hammett behavior. Presumably, the &oup modifies the
electronegativity of &C, so that X-C¢H, and G=C are
connected through a fairly nonpolarspf—C(sp?) bond. In
comparison, acceptors including MOBH,, and H make
C=C-Y more electronegative than-XC¢H, in the order
NO, > BH, > H. Thus, they show good Hammett effects
with decreasing regression slopes freni2.6 to —8.6 to
—3.0. On the other hand, donors including Nhd Li make
C=C-Y less electronegative than>CsH,. They also show
good Hammett effects but with positive regression slopes,
+5.6 and+9.4.

3.4. More Closed-Shell Examples for the Nonpolar
Resonance Effectln Table 7 are summarized the enthalpy
changes of the isodesmic reactions (eq 8) at 0 K, which
reflect thepara substituent effects on the stability of the
double bonds. It should be mentioned that all the olefins in
eg 8 are trans in conformation.

are connected to each other through a fairly nonpolap¢
C(sp) bond. As a result, the<€C double bond stability is
another closed-shell example for the nonpolar resonance
effects.

3.5. Nonpolar Resonance Effect Is Independent from
Any Other Substituent Effect. The above results justify
the proposal of the nonpolar resonance effect to unify many
observed non-Hammett behaviors. They show that this effect
is not limited to radicals only but applicable to closed-shell
systems as well. At this point, it is necessary to know whether
the nonpolar resonance effect is really independent from the
other substituent effects ever proposed for closed-shell
systems, because we do not need to propose any substituent
effect that can be described as a linear combination of the
others.

Thus we perform linear regression of Jiangjsconstants
against thes,, opt, ando,~ constants. The low correlation
coefficients (0.24,—0.55, and—0.10¥* clearly show that
033 is independent from the other three. It should be
mentioned that the reason that we choesgto do the
analyses lies in the fact that this scale covers more substit-
uents. We will also show in this section that selection of
any oe scale should be the statistically the same.
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Table 9. Regression ofr;; Constants against the Combination of F,dR,0r°, or((BA), or", andor~ Constants Using Eg?9
ap Aag To ay Aag 1 X1 a Aay t X2 r
0.19 0.13 1.50 0.22 0.21 1.04 F —0.13 0.06 —2.24 R 0.64
0.35 0.18 1.93 -0.14 0.48 —0.30 o -0.34 0.46 -0.74 or’ 0.32
0.31 0.18 1.69 —0.08 0.45 -0.18 o —0.40 0.33 -1.22 or(BA) 0.44
0.17 0.23 0.74 0.17 0.54 031 o —0.23 0.19 -1.18 OR" 0.44
0.42 0.18 2.34 —-0.30 0.49 —0.62 o 0.09 0.33 0.26 OR 0.22

aThe regression equations are=Yag(+Aap) + ai(+Aa;) x X1 + ax(+Aa) x Xz Ag is the possible error foa. t is thet-value fora;. r is

the correlation coefficient.

Table 10. Regression of Different Scales & Constants against;; ando,™ Constants

Se N Aag to ar Aay 1 a Aay to r

(o7 —0.006 0.004 -1.35 0.120 0.020 5.84 —0.001 0.010 -0.14 0.96

OF -0.117 0.064 —-1.84 0.870 0.390 2.23 0.118 0.163 0.72 0.94
) 0.006 0.048 0.11 1.188 0.148 8.02 0.262 0.069 3.80 0.96
oc —0.026 0.034 -0.75 0.974 0.089 10.95 0.068 0.038 1.79 0.98
AD —0.084 0.068 -1.23 1.157 0.181 6.36 0.443 0.076 5.80 0.94

aThe regression equations are=Yag(tAag) + a(+Aar) x oy + ax(+Aa) x oy

Table 11. Bond Lengths and Vibration Frequencies of
X—CgHs—CH=CH, Calculated Using B3LYP/6-31g(d) Method

Table 12. Regression of the Bond Lengths and Vibration
Frequencies of X CsHs—CH=CH, against the Substituent, and
03; Constant®

substituent cCc @A) c=C A) C=C freq (cn?)
b

CHs 1.47113 1.33926 1713.6 ) Ado & Ad r
Cl 1.47123 1.33883 1714.6 o=0p
CN 1.47062 1.33918 17125 Cc-C 1.47047 0.00032 0.00150 0.00070 0.52
COCH; 1.47071 1.33928 1712.1 C=C 1.33939 0.00010 —0.00074 0.00022 —0.69
COOH 1.47089 1.33921 1712.5 C=Cfreq 1712.6 0.4 1.07 0.93 0.31
F 1.47151 1.33892 1714.7 o =0y
. 1ores T Tl c-C 1.47213  0.00021 —0.00400 0.00048 —0.92
COile 1.47116 1'33911 1713'0 Cc=C 1.33875 0.00009 0.00144 0.00022 0.88

) ’ ’ C=Cfreq 1714.4 0.2 —4.77 0.59 -0.92
SCH; 1.46939 1.33963 1711.1
oy DS I HED e esoncomors sl - e 1 aehe) <o
COOMe 1.47093 133919 1711.7 bAa.-_ |st:]he possllbtl_e error ?ff t_hetregressmlrlw g(ljv?_n bé/ the software; for
SiMes 147147 133917 1713.3 r is the correlation coefficient as usually defined.

The 0, constants cannot be described by a separation of Problem for a long time. In fact, Brownlee and Topsom once
Hammett effect into resonance (or mesomeric) effect and commented that “previously claimed simple relationships
inductive/field effect (eq ¥ either.

log(ky / k) = p10, TproR

(9)

between UV frequency and substituent electronic properties
are mostly unfounded®.

Bond lengths represent another problem for Hammett
relationship. Herein, we calculate the-C and CG=C bond

As shown in Table 9, none of the Taft's four types of
resonance effectsrg, or", or?, and or(BA)) can be used
to explain theo;; constants.

Finally, it must be noted that ale constants are not
independent from each other. In fact, when we ageand
0p" to do a double variable linear regression on the other

lengths associated with GHCH, in paraX—CsH,;—CH=
CH, (Table 11). According to the correlation analyses (Table
12) the correlation of the bond length with is poor. In
comparison, correlation of the bond length waty is much
better showing the involvement of nonpolar resonance
effects. The dual-parameter equations are

constants (Table 10), we find that the correlations are always

good ¢ > 0.94). Therefore, as long as we use one scale of bond length (G-C) = 1.47188 £0.00022)+

oe constants to account for the nonpolar resonance effect 0.00063 £0.000304 = 2.1) x 0, —

and one scale of Hammett-type constants to account for the _ _

polar effect, the final analysis results should be equally good. 0.00366 £0.000461 = -8.0) x 0y, (r = 0.95) (10)
The only difference between the different scales oef
substituent constants is the varying extent of “contamination”
from the polar Hammett effect.

3.6. Application of the Nonpolar Substituent Effects to
Other Problems. Jiang et al. recently showed that the
nonpolar resonance effect can be used to account for theClearly, these two equations show that the nonpolar reso-
UV spectra of aromatic compounds such as styrenes,nance effect plays a more important role than the polar
phenylacetylenes, acetophenones, and methylsulfonylstil-Hammett effect in the correlation as indicated bytthalues.
bene<? This finding is valuable, because correlation studies  Vibration frequencies are experimentally assessable quan-
of UV using Hammett equations had been a frustrating tities. Correlation studies on them were also not very

bond length (&C) = 1.33893 (-0.00006)—
0.00046 {:0.00008¢ = —5.5) x o, +
0.00119 £0.00013f = 9.3) x 0y, (r = 0.97) (11)
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successful before. Herein, we calculate thevibration
frequencies of XCgH,;—CH=CH, (Table 11). Through
correlation analyses, we find that the vibration frequencies
have little dependence an, (r = 0.31). In comparison, the
correlation withoy; is much more successfut & 0.92), @)
which means that the nonpolar resonance effect is also (3)
significant in this system. The dual-parameter equation is

vibration (C=C)=1714.5 ¢0.3) —
0.1&0.4,t=-0.2)x 0, —
4.8 *0.6,t=—-7.3)x 0;;(r =0.92) (12)

4)

It shows clearly through thé-values that the nonpolar
resonance effect is the dominant factor for the substituent )
effects on the vibration frequencies.

(6)
@)

4. CONCLUSION

On the basis of ab initio calculations we have found the
following:

1. The stabilities of benzyl radicals show significant non-
Hammett behaviors. They correlate well with all scales of
radical substituent constants], if the polar Hammett effects
are appropriately separated. However, putting a highly polar
o substituent to the benzyl radicals considerably diminishes
the non-Hammett effects. The carbon radicals are not always
of the Stype in contrast to Walter’s theory.

2. The non-Hammett behavior can also be observed for
some closed-shell systems. Therefore, the essential cause of
the effect is not the spin, but the HOMQtioncenter
LUMOacceptorand I—UMQeaction—centerHOModonorinteraCtionS-

We call these HOMG-LUMO interactions as the nonpolar
resonance effect, which clearly is a universal effect. However, (13)
this effect cannot always be well displayed because of the
serious competition from the polar Hammett effect.

3. The nonpolar resonance effect is orthogonal to the
previously documented substituent effects. Proposal of this
effect enables us to give a unified explanation for the many
observed non-Hammett behaviors in different fields. In
addition, all theoe scale substituent constants can be used
to describe this effect, because in the binary vector space of
Hammett effect and nonpolar resonance effect they are
linearly correlated with each other. (14)

4. Proposal of the nonpolar resonance effect is also (15)
valuable from a practical point of view, because using this
relationship we can perform better correlation studies on
some “tough” problems such as radical and multiple bond (16)
stabilities, UV and IR spectra, and molecular structures. It an
remains interesting to see if the nonpolar resonance effect
can be useful for other studies on the qualitative strueture
activity relationships (QSAR).

)
9)
(10)

(11)

(12)

(18)
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